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Objective
 Single-image super-resolution (SISR): inferring a high-resolution (HR) 

image from a single low-resolution input. 
 Convolutional neural networks (CNNs) have achieved state-of-the-art SR results.
 CNN based methods struggle with the trade-off between the number of parameters 

and SR performance, specially for higher scale factors like 4 and 8.
 PSNR/SSIM have recently been shown [1] to correlate poorly with the perceptual 

quality of images.
 Main objective is to produce perceptually better results with a parametrically 

efficient network.
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QUALITATIVE RESULTS
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Related Works

Two streams of approaches:    Existing methods provide a poor 
trade-off between SR performance 
and network size (ours is superior):
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Perceptual Quality Assessment6

Our Scale-Recurrent Architecture

 Super-Resolution (SR) via Scale –Recurrent Network:

SR-RDN fully convolutional scale-recurrent neural network, 
which utilizes Residual Dense Blocks for feature extraction.

Multi-Residual Dense Block

MRDB contains a mix of residual and dense connection at each layer to promote 
better gradient flow and deeper feature extraction with fewer parameters.
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Perception_Distortion Trade-off
 Conventional loss functions such as MSE does not yield perceptually better results.
 Feature-space losses (Dosovitskiy and Brox, Johnson et al.) or adversarial losses 

(Goodfellow et al.) can be used to mitigate this issue. 
 To improve results perceptually, we fine-tune our network with deep feature loss 

function alongside adversarial loss (conditional GAN). Different combinations of 
weights on these losses produce results with different qualities.

 Loss configuration
Perceptual loss in feature space. Rather than computing errors in image space, 
they are computed in VGG’s feature space. This loss is less sensitive to small local 
variations in favor of capturing higher-level statistics.
Adversarial training GANs have proven to be a powerful mechanism to produce 
realistically looking images. In our setting, our super-resolution  network acts as 
the generator network, and we use a discriminator with structure similar to [4], 
which takes up-sampled LR image also as an input.

𝑳𝒐𝒔𝒔 = 𝝀𝟏 ∗ 𝑳𝟏 𝒍𝒐𝒔𝒔 + 𝝀𝟐 ∗ 𝑽𝑮𝑮 𝒍𝒐𝒔𝒔 + 𝝀𝟑 ∗ 𝑮𝑨𝑵 𝒍𝒐𝒔𝒔
For region1: SRRDN: 𝝀𝟏= 0.1, 𝝀𝟐 = 5, 𝝀𝟑= 0
For region3: SRRDN-GAN: 𝝀𝟏 = 0, 𝝀𝟐 = 5, 𝝀𝟑= 0.15
For region2: Soft-thresholding operation between the outputs of two networks.

𝑰 = 𝑰𝑺𝑹𝑹𝑫𝑵 + 𝑺𝝀 𝑰𝑺𝑹𝑹𝑫𝑵 − 𝑰𝑺𝑹𝑹𝑫𝑵−𝑮𝑨𝑵
𝑺𝝀 is a pixel-wise soft-thresholding operation that depends on 𝝀 (=0.2) which 
controls the amount of information to be combined from the two images[6].

 EVALUATION:

Perceptual Metric: 𝑷(𝑰) =
𝟏

𝟐
((𝟏𝟎 −𝑴 𝑰 + 𝑵(𝑰)) , where 𝑴 𝑰 and 𝑵 𝑰 represent 

Ma.et.al [2] and NIQE [3], respectively

Methods Set5 Set14 BSD100 Urban100

PSNR P-Score PSNR P-Score PSNR P-Score PSNR P-Score

SRGAN 29.40 3.61 26.02 2.91 25.16 2.59 22.79 3.45

ENET-PAT 28.56 2.93 25.75 3.01 25.38 2.93 23.68 3.47

MRDN-
GAN

29.97 3.51 26.30 2.81 25.52 2.38 24.33 3.51
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Table 2: (Region3) PSNR and P-score. Red colour indicates the best values.
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